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FACULTY OF SCIENCE L
M.Sc. IV Semester Examination, May/June 2010
MATHEMATICS

Paper I
(Advanced Complex Analysis)
[Max. Marks : 80
Answer all questions.

Section A - (Marks : 8 x4 = 32)
' 1
Find the poles and residues of m where m,n positive integers.

How many zeros of the equation z* + 823 + 322+ 82+ 3 = 0 lie in the right half plane.
State and prove mean value property of a harmonic function.
State and prove Hadamard’s three circle theorem.

Frove that nll 1( 1+ ;).e n converges uniformly and absolutely on every compact set.

ProvethatC(z+ 1) =z T (2).
Obtain Jensen's formula.

Show that the J-function can be extended to a meromorphic function in the whole
plane whose only pole is a simple pole at s = 1 with the residue 1.

Section B — (Marks : 4 x 12 = 48)

(@) (i) State and prove Rouches theorem.

. 27 dé v
//(ii) Evaluate | —.a>b>0 P
- k O a+bcos6 5
e Or
o '/ Tsinx , 7#
—®) () Show that ] - 5 by residue theory.
e 0

~

oo

Ji/ﬁ/Explain the method to evaluate the integrals of the form (f) xR (x)dx where

O<a<1.

[R.T.Q.
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(b)

(a)

(i)

(ii)

(ii)

State and prove Schwarz's thegrem.
If u and u, are harmonic in a region  then prove that

[ ul* du, —u; du, = 0for every cycle v which is homologous to zero in Q.
v

Or

Suppose that u (z) is harmonic for |z|< R, continuous for |z| < R. Then
prove that

R*-laf’ P
2 u(z) do for all |a[<R

1
ud= o7 ) Tz-a

Show that every function fwhich is analytic in a symmetric region Q can be

written in the form f, + rf, where f,, f, are analytic in Q and real on the real
axis.

Use Mittag-Leffeler's theorem to show that

72_2

=y

sin®mz 2 (z-n)

State the prove Hurwitz th=orem.
Or
Obtain the gamma function I'(z) from the canonical product
[oe) Z _%
- 1+—|e
Giz) = nrzll( nj :

Prove that I'(n+1) = n!

State and prove Hadmard's theorem.

(i)

(i)

Or
Prove that o = Res >1

—H 1= p7°)

n=1

Obtain the functional equation of the Riemann's zeta function.
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FACULTY OF SCIENCE
M.Sc. IV Semester Examination, May 2011
MATHEMATICS
Paper - I (401) Advanced Complex Analysis

Time: 3 Hours] ' , [Max. Marks: 80
Instruction : Answer all questions. :
' SECTION - A (8x4=32 Marks )

1. How many roots does the equation
21 -2254+623-z+1=0
have in the disk | z | < | ?

1
2. Find the poles and residues of the function (_23‘47
_ du .0u
3. Suppose u is harmonic in a region () and f(z) = ‘a_x‘ - 1—6;‘ Then show that :

ou ou . ou 61.,1
1) f(z)dz = (-\g‘;d}{ +@v dy\] +1 (— EdX '}';}::—{ dY)

\ y
N v / N Z hd ;

P ou ou
11) For all cycles y which are homologous to zero in (), A= 6_de + Egdy =0
y

4. State and prove Hadmard’s three circle theorem.

5. Show that

2
T &0 1

Sin® (nz) N (z-n)?

6. Show that :
i) I g(z) an entire function then f(z) = ¢&® is entire and never zero.

11) If f(z) is any entire function which is never zero is of the form f(z) = ¢&®,
where g(z) is an entire function.

7. Show that the ¢ - function can be extended to a meromorphic function in the
whole plane whose only pole is a simple pole at S = 1 with residue 1 .

(This paper contains ? pages) 1 P,
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8. Show that the function

1 -5 : -
&(s) = 53 (A-s)n % I'(s/2) &(s) is entire and satisfies £(s) = & (1 —3s).

SECTION _ B (4x12=48 Marks) ©

9. a) i) State and prove the argument principle. <~

].‘ I e v

) If a> 1 prove that Y oicosB ﬁ = <

OR -

b) }S&% and prove Rouche’s theorem )
. ~11) Show that

° x’dx m

0 x'+5x2+6 2

(5 -+2) ' .

o/
. . . o ¥ o
10. a) i) Show that the arithmetic mean of a harmonic function over concentric circles
1 -
| 2 | = ris a linear function of log r, that is by Ju. do=o logr+[3.
\ fzj=r <
i) Show that a non-constant harmonic function has neither maximum nor a )
minimum in its region of definition.
OR =
b) 1) Suppose u(z) is harmonic for | z| < R and continuous for | z| < R. Then -
show that for all a with | a | <R, we have
-/
el R* —ja>
u(a)=— . ——u(z)da -
2N |z—al?
i) If f(z) is analytic in |z | <] and satisfics [fi=1on]|z|=1, show that f(z) is -~
rational. o
1. a) 1) Suppose that f,(z) is analytic in a region ©2 forn > 1 and that the sequence -
{t,(2)} converges to a function f(z) in region. (), uniformly on every )
cOmpact subset of Q. Then show that
-/
1) 1(z) is analytic in O
2) f,(z) converges uniformly to £(z) on cvery compact subset of (). =
. A
L
L
i
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1. How many roots does the equation z’ — 275 4 623

EEEEEEEEEER )*3

. Show that if u (z) is harmonic for || <R, continuous for

. Show that an entire function of fractional order ass

Code No. : 9488

FACULTY OF SCIENCE
M.Sc. IV Semester Examination, May/June 2012
MATHEMATICS
Paper - | : Advanced Complex Analysis.

[Max. Marks:80
Note: Answerall questions,

SECTION-A (8x4=32 Marks)

—Z+1 =0 have in the disk z|]<| ?

2. Find the poles and residues of the function —

z=+5z+6°

3. Ifuandvharmonicin a region Qthen show that

[) u+vis harmonicin Q and

. u ou o
i) f(z) = o 5}/_ IS analytic in Q.

[z| < R then any analytic
function F(z) having u(z) as its real part is given by

1 C+z dg .
flay=ol 272 u(e). =+ic '
(2) o |Cj£R = (€) c +1C, where cis a constant.

. °
- Show that the series C(2)= 3. —

nz converges for all z with Re (z) > 1.

>
-

. Show that

1) 1 9(2) an entire function then f(z) = e9® is entire and never zero,.

ii) If f (z) is any entire function which is never zero is of the form f(z) = e92),
where g(z) is an entire function.

umes every finite value infinitely
many times.

1 < -
. For c=Res > 7, show that —— = H(1—p:)

&(s) ey

( is papercontains 3p. :es) 1

P.T.O.
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' SECTION-B (4x12=48 Marks)
9.a) i) Show that

1) If1(z) has a simple pole at z= a then Res,_, f(z) = M (z-a) f(2).

Z—>a

$" (@)
2) Iff (z) has a pole of order h > 1 then Res,_, f(z) = W A
Where ¢(z) = (z—a)" f(z) and 6¥(z) is its Kt derivative. =
o/
H) Evaluate nJ{Z—L ,|0‘| >, by residue theo ' it

/{) b @+ sinf x v

OR '
&/

b) i) State and prove the argument principle

1 o/

g = X3
iiyEvaluate | —— dx. -
5 1+ %2

10. a) i) Show that the arithmetic mean of a harmonic function over concentric circles

|z| =ris a linear function of log r, that is, e
1 . v
— Ju.de = alogr+p

27t |Z|=|’ o/
ii) Suppose u (z) is harmonic for |z| <R and continuous for |z|< R. Then show -
that for all o with |a] <R, v
Rz . |O,|2 A 4
u@=o- [ % uz)e - |
2m iz|-R lZ— al” Kl
OR =
b) i) Suppose U (g) is piece wise continuous on [0, 2 5] and Pu (2) its poisson ~
integral. Then show that «
1) Ry (2) is harmonic in |z|<] <
lim_PB,(2)=U{®,) ; : . -

2) M Fu(2)=U(00) if u(p)is continuous at <1
v

if) If f(z) is analytic in the whole plane and real on the real axis, purely imaginary
on the imaginary axis, show inat f(z) is odd. -
o’/
2

v/
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11.a) i) State and prove Weierstrass’ theorem.

ii) State and prove Mittag-Leffler’s theorm.
OR

b) i) Show that the infinite product [ [ (1+a,) converges absolutely if and only if
n=1

the series | [ % is absolutely convergent.
n=1

ii) Show that 2221 T, (2 + 5) == (22).

12. a) i) Obtain Jensen’s formula.

ii) For the Riemann zeta function ¢ (s), show that

£(s) =28 n sm% C(1-s)t(i-s)

OR

b) Show that the genus h and order of an entire function satisfy the double
inequality h< a<h+1.
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Time: 3 houxs] [Max. Marks: 7'

Note: Answer all the questions from Section — A and Section — B
Section — A (Sx4=243

Answg,zf the following questions in not more than ONE page each:

& Bi Eva uate fmlﬁg%j;x—)dr (0<a < 2“‘. §¢“ M-

Suppose u is a Harmonic function in a region(2. Then (i) If v is a Harrnonic CODJL\;,H[C
of uin £ then *du=dv and (ii) For any cyclic o which is homologous to- ‘9" Q, we bave

J... du= 0. _
o 1 ! ; bl ) oot (9—~\
i D B 111u the Taylor series of f{z) == ——at z,=1. s = S( Y= T <“i__, N )L
L/ 142z . o 25
3
4 ./ShOW that the serics ¥ — is convergent abs:Intely and uniformly 1. any bounde”
- s & < ’

1

closad region in which R(z1 -1 and represe:t its derivative in series ter.

Answer the following question i pet mer then FOUR pages eachy

L/{(Tu\&, ]d -‘IUv\_ 2’\»3\ 1 Ueoren,

(OR)
%X{LP(/) =ag Tz Y ootaz'n st end n# 0 1s a polynomi i cottgnie

coefiicients then Pizi his i’ zeros it the complex plane N
. \

[ ‘7* ’i) Suppose u = u()and v Vi) we clacewise continuous functions toi U7 el 2t
o (g < 1 then (1) Puee = Pyt P, (ii) P . =cP, where ¢ is constant (i P, = Dtors
Gv)ifm<u< b thenm = P(2) = M oand (v) P. = ¢ where ¢ 1s constant.
(OR)
6 = ==l "
nular o Ryt jz-a]<Rs. Thenfiz) hao a iz 2 \
N E 1 P whers
(rn . tiand
- ,]. | \ { | /
P :
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N
=0 %9
GOV 2 SLTIL 'thl\’ .

.., as zeros in the

Py
"

m) th niog | fi0)] =-2i2,log {

g. a)Supposc ’(f
\ lisk and f{0) = 0 {i.e. a;# 0 \7’]:1,~,..

L [ log i f(pe'®)do.

@
\ 8 BT ]

h\\n U e ¢

J(qu ﬂ

cnly pole is a simple pole at 8=1 with the residue |
9
== @. z"has n roots for uny a>e_ -~

3 } o oo
shows that e

75 Ul

many roots of the equation z* — 6z + 3 = 0 have their modules betworn |

1 vanr answer.
NT
(OR) :
o A =N,
27 b v 5 €8 teyd sepeead \'-I(_(%fj, A vy
A g LAY LIV Elusdlie =l 3
~" g S hsd Y
+Cos A0 N
A
0 '\'}
N
Sy 2y e )
Gt 3
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FACULTY OF SCIENCE
M.Sc. (Mathematics) IV — SEMESTER
REGULAR/BACKLOG EXAMINATIONS, MAY 2014
ADVANCED COMPLEX ANALYSIS

PAPER - v
Time: 3 hours] [Max. Marks: 70
Note: Answer all the questions from Section — A and Section —B
Section — A
Answer the following questions in not more than ONE page each: (5x4=20)
'@-Deﬁne residuel =a s a pole of order m for f(z), then find residue of f(z) at z>a.

/ Suppose u is harmonic in a region {2 and v is a cycle homologous to zero in £, then f *du =
0, where *du is the conjugate differential of du.

show that []o-, (1 - _) /2

rove that ¢ —function can be extended to a meromorphic function in the whole plane whose

~~ onlypoleisa simple pole at S = 1 with residue 1.
5. Prove that |— [—z

Saction - B

%

Answer the following questions in not more than FOUR pages each: (5x%10=50)

6. a)/i/)'state and prove argument principle.
' (z%2+41)2

i and is the circle |z|=3, taken
(z=+ )

L. ! z
;i) Evaluate the integra]fr%dz, when f(z) =
FRCS)

in positive sense.
(OR)

@

uf' 11)Fmd the poles and residues of (z) =
[

yz\ ’b) 1) Evaluate
—)n , M, 1 are positive integers.
7 a) State and prove Schwarz theorem.
¥ = (OR)
b)\p If f(z) 1s analytic in |z| < 1 and satisfies if = 1 on |z| = 1, show that f{(2) is rational.
: 1) If u is a harmonic in a region Q and *du is the conjugate differential of du then for any
cycle y homologous to zero in Q prove that f + du = 0.

8. d),SfdtL and prove Laurent’s theorem.

= (OR)
b) Prove that = Zh"‘“’(—fh—y
/a) State and prove Jensen’s formula.
(OR)
b)Y Forc > 1. Res > 1, prove that {(18) [ae 1 = B9,
i %
"Kfa) State and prove Hadamard’s theorem.
) *(OR)
b}y State an” prove residue theorer .
) 2z
G/D Evalue  f o 4%
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FACULTY OF SCIENCE
M.Sc. (Mathematics) IV - SEMESTER REGULAR/RBACKLOG EXAMINATIONS,
ADVANCED COM > |_.l,,>\ ANALY SIS
PAPER — 1|
Time: 3 hours] [Max. Marks: 70
Notc Answer all the questions from Section ~ A and SG\,UOH -B

Section — A
Aunswer the following questions in not moere than ONE page each: {S5x4=20)
~ . L Sz
L}Seﬁne Pole. Find the pole and residue of the function fiz) = —
4 Z

du au .
,7 If u 1s harmonic 1n a ) then prove that f(Z) ot analyuc.

/jEvaluate the integral [ ﬁ d7z, where ¢:

:.z:}= l.

C kal

efine entire function. {1 =0
VoL . . . ~ o
é/)@h‘lte the entire function sin z as canonical product.

A 0 . ™ " A R 4
\\//V Gk =0 B ok
' Sectioi — B :
) T o/
e PG
Answer the following questions i not more then FOUR pages cach: (Sx10=30) v
6. ay1) State and prove residue theorem, -
) If z=aina pole ol order m for i(z), then prove that
/ 5 =i o/
Residue at £\ ws . & - _;__» IS L
Z=a f@) S = z—a;"jlz )J Gaa |
(ri4+13 o/ '
r |
Sinmz . ;
4/\ ,E\ flluatej —dz, >4, )r(;g S RO KNy )
a)State and prove Poisson’s formala A
: (O )
/Q//m and prove Schwuartz theoren,
- o/
54'/21‘) State and prove Mittag — Letler’s theorem
: (C1¥ <
by-Prove that a necessary and suificient congition for ihe absolute convergence of the »
product [1r=;(1 + ay,) is the convergenee of the seres 2n=y |ay, |
o/
“)}{”)/mej elmann — zeta function. Prove tha for g = Res (s)> 1 theu o
= 11°,(1 — P75,
¢(s) ’ ﬂl( L
T (O
/\aﬁm\'e that the genus and « sder of an entire B oetios satisfv the couble mequality -
- nEx-n+ . -
. - s ] 1d - 5 et !
‘;WJS!H& the Mittag ~Lefle '» theorem prove . vl ———= 327 —m— ~
’ ' = SIS (&= W)=
i (RES <’

1 -"fir {% . } o e T . e o
b¥State a | provs the fungd: ol ecoation ol b LN - 20tA

"



o

) 20 O

D O ® & O

D

)

) 5 5 39 0200 00022002000 90O

)

)\‘

»

5010 - 1 C- Qf ~040. /

2\
T k] ¥ ] 3, 1O
Code No. Code No. 1841

41

FACULTY OF SCIENCE
M.Sc. (Mathematics) IV — SEMESTER REGULAR/BACKLOG EXAMINATIONS, MAY 2017

ADVANCED COMPLEX ANALYSIS

PAPER -1
Time: 3 hours] [Mex. Marks: 70
Note: Answer all the questions from Section — A and Section — B
. Section — A
Answer the following questions in not more than ONE page each: (5x4=20)

1. Find the pole and residue of f (z) =

(z—a)(z-D)’
2. Suppose u(z) is a harmonic function in a region Q, Then (1) f{(g) dz = du + idu” where
du:——— dx + dy and du is the total derivative of u. Then du = %a*s o %dy. And

1

du — idu
(11) f(z) = —u- — s analytic in the region Q.

dy
i . : ;
3 e e [ 7 aur ¥ - 1<l 2 1<3.
3. If(z) Tt expand f(z) in a laurent series valid for 1<1 z 1<3
4. An entire function of fractional order assumes every finite value unlimitedly many times.
5.Let(z) = ( A @l where q(2) has a sample zero at zo. Then 2o is a pole of order 2 of f(2)
—q'*(z0)
and the reduce at this pole is given by b;= PEESTE

Section — B

Answer the following questions in not more than FOUR pages each: (5x10=50)

. : 0
6. a) Evaluation of integral thecorem| R(x)ds.

(OR)
b) Prove that fozn;%i—gdﬁ = g— (a — Va? — b?)

7. a) State and prove Schwartz theorem on Poisson.
(OR)
b)Let {(2) be an analytic function in a domain Q containing a segment of the x-axis and is
symmetric to that axis, then f(2) = f(2),zeQ if and only if f{x) is real for even peint
on the segment of x-axis.
8. a) If {{(z) is analytic on open disc A= { z/|z — 20| < p} < Q then the series

co M)z
% L n(,z())( — z0)™ answer to f(z) V ze A

=G
(OR)
b) State and prove Lauren’s theorem.
9. a) Suppose f{(2) is analytic in the closed disc | # | < p when zero’s at aj, &, .....a,, in the
disc | # | < p and f(2)=0.
S , 1 21 p
Then log [ f2) == 2j=, Zog[ p(;z -a) Sk am Jo Pe [0819 z] log | f(pe'®)la®

P.T.O
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™ 'vm q e 1 \.‘\
b)If s =g +itaimo > 1 or Re(s) > 1, then E{e)=1]_ !i* — =)
s P
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FACULTY OF SCIENCE
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i

M.Se. IV Semester Examination, April/May 2009
N MATHEMATICS 25
Paper 1
/-\
(Genera] Measure Theory)
&) Special Note : [p case of Old Batch Students, marks scored would be converted to
- maximum marks of 100
Time : 3 Hours) [Max. Marks : 80
f\
- Answer all questions in Section A and Section B
® Each question carries 4 marks in Section A and 12 marks in Section B
o Section A — (Marks : 8 x 4 = 39)
O.1. Suppose (xlﬁlp) IS a measure Space and {E}is a S€quence in . Then prove that
o / P
a 7 QE{. !r; Zu (E;)
Dore

wia and prove Lebesgue dominated co
o .- -
>27 Define g signed

bvergence theorem.
meas

\
ure on a measure Space (a, fi). Prove tha: SVCry measurable %f
(™ - sSubsetofa positive set ig positive. i
/!.-/' - . - - .
’“}2 If 5 and 7 are the positive and Negatve patis of g Signed measure y and Eis a
e /
()

< measurable set then prove that ~yE < 3B yE and [YE|< |y i (E). @
-~
Suppose A is an algebra of s

measure p* induced by u. 8
= ists a set
;\3 exists

ubsets of a and M 1s a measure in A

uppose E < X then prove that given
A e A with E CA and i* A i* B E

S.) su ose EC x xy and x € X Define E the X Cross section of E. anay) N
5 pp Xy x =
2 @) v )=y b (B), = (&,

Define the outer
any € > 0 there T

e (E), =(E,) é z
X/Suppose A € A then prove that u(A) = ,ux(A NE)+ u™(An E)‘V'ECX_ 2,
A7) Let i be a measure on a g '

s of Xand let . be @@@@& Gof
7 such sets of X which js closed under countable unions prcve that

-0 algebra c:ntains bOthQ%l"i m.
2. T.Qq

o
5 1

f A, M e m}is the sr::allest




2

Section B~ (Marks : 4 x 19 =43)

SuppOSL (X, B) is a measurable space and % « B. For a funcuon f: £ — [~a, o
prove that the following statements are equivalent.

(1) {xeE: f(x (x) >a} e B forall ¢ R
(1) {xekE: S(x) 20} €8 for all o eR
(i) {x eE: f(y aj € B for all « eR
(W) xeE: f(x o} € B for all a eR.

/"\ Or
S pose (X, B) is a measurable space and fis a non-negative B. measurable
(/ ﬁ ction on X Then prove that there exists an increasing sequence of non negative

simple functions {¢_} such that ’}LHL,O,-I X} flgforall xe X

A

IA

10. (a) (¥ Suppose 7 1s a signed measure on a measurable space (X, 1. if E € B is such

that O < y (E) < o then prove that = has a positive set 4 with 11A) > 0.

= e

e

W\Qtate and prove Hahn-decomposition theorem.
Or

~
}byffatc and prove Rﬁgon Nikodym theor:
N g

11i.{4) Suppose ¢ is a semi algebra of subsets ~f X and A is the algebra

Let Kyt G+{0,¢ be a non- negatve real valued set function satis fvir
() n{¢) =0

A
A1) If Cefand C= J;, where C s arc pairwise discount then
, S o

(i) If CeCand C= Ulcj where {Cj} 15 a pairwise discount sequence in  then
J =

<o)

A .
Ho(C) < _/Tif“o(cj). Then show that there exists a measure ¢ on A such that

6 (C) = n(O)vceg.

¢ € ¢ e C CCCC €6 ¢ C €C C.CCO0-CCauC=ugugitig

Or
(b) State an< prove Fubini’s t':eorem.

C

C

|

|

l

|
~CCCc
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) 12,421y Suppose £ and Fare digjn: Tea
&) HAE)* 1 (F) < p (EUR JoInt sets then prove that
) T 15T e W SHAB) < () < w(BUR) < g WP
o v duence of pairwige disjoint sets then
S ] prove that
@) D 4B ) < y,fUEJ
-~ e Nt | l
) Or
o M/S/ti;e and prove COratheodoI—y theorem.
o /
-
_ e
-
o
&) o
-
(&)
&)
o
2
o
)
)
)
o
_ -
-
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" 17 FACULTY oF SCIENCE
M.Sc. IV Semester Examination, May/June 2010 @
MATHEMATICS
Paper II

(General Measure Theory)
Time : 3 Hours] [Max. Marks : 80

Answer all questions i, section A and section B.
tion carries 5 marks in section A and 15 marks in section B.

Section A - (Marks : 8x4 =32)

)SG/PPOSE (x.,B,1) is a measure Span and { E } is a sequence in B such that
E DE, Vi=42. Prove that

(ﬁ ]—hm,u E)

tate and prove Lebesque dominated onvergence theorem.
efine postive, negative and null set

measurable span distinguish betweer anull set and a set of measur:. zero.

) 4/§ate and prove Hahn decomposition theorem.
~ O. Suppose 4ison algebra of subsets of v and u is a measure on A Define the cuter
Imeasure 1* induced by u. Also prove that if Ae A then p*(A) = LiiA).
@) /6 Define a semi algebra of subsets of .. Prove that the collection R of measurabie
v// rectangles is a semi- algebra.
tA.Be Awvith 1*(A -E) < o and O~ F) <, Then prove that
(1) Ac B= ula)] -~ (A—-E)<y()—;1*{B—E)

(ii) Ec AC = uA) - *(A-E)=u({B) - 4B - £)

a 8. Let{xs)bea mctnc space. If u* is 7 meiric outer measure on subsets of x then prove
‘ that every closed set is a p*-measurabi» set.

‘‘‘‘‘

FEach ques

77
0
-
r\
e
o
M
)
m.
-

2 8
3.

) D

with respect to a signed measure v on a

ﬁ

O Section B - (Marks : 4x12 =48)
N S. (Zyﬁlpposc (v, B) is a measurable spoce and E € B and {fn} Is a sequence of B
O measurable functions defined on f. Then prove that supf 1I1nf>1f lmfip Ja
-

lim 1nffn are also B measurable also prove that if hmfn = fexists from fis also
™

B measurable.
o / Or
m

J State and prove Fatou’s lemma. :nce deduce rnonotone convergence theorem.

o , ol A A
;g/@ Cppze T b oo od % beo! Velued ﬁm o c/)@ o
,‘x}u/ﬂ/m im»(j uler eatune OV fzé TV oa CMc':“{/\Qodmf7

\ ,,/b( - one=8la QJ“( W

o~ -
Dot
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10. (a)/({ State and prove lebesgue decomposition theorem.
_/ﬁl)/Suppose lI<P<wand felPand g els, Then Prove that | f + 9”1,

N Or
o 11 “
‘\/(Q)/ Suppose p and 9 are positive real numberg g0} that —+—=]
&/
Let g €L (1) where (x, B, n) is a measure space
s/
Let f, : L9 (n) - R be defined by £, (f) = ffgd,u for /' </ L{u) P
Then prove that -
(1) fg is a linear functional ‘
(ii) j; is bounded linear functional =

(i) 7. =al,

_Btate and prove carathodory extensicn theorem.

Or

/(”6} Suppose (x, 4, rand (y B, v are complete measures
all measuirable rectangles of the
LE < ». Prcve that the

spaces and R is the clean f
product space v » i supose E €R _with (u x y)
function g: x [0, o) d :fined by

s . . ) , adit = (uxvyle €1
gix,=yLE ) v nexisa measurable function Mx Also prove that I L :

T
2. (a) (i} Suppose pis a measure onanalgebra Asuch thet u and 1, are respectively
4 the outer and inner measures induiced by pu. Suppose 3 is the clen of all 1
measurable. If EC v is such that j (£} < = thien prove that there exists a
H e A such that wli) = 4, (E) where | is the restriction of u" to B.
&
(" Suppose ECx with (*(E) < w, Then prove that E is 1'-measurable of and only
of WCElL = CE1.
Or
(b) Let’n be a measure on a o-algebra 4 of

subsets of X and let m be 2 collection of
nder countable unions and which has the property
€monwe have iu{.4) = 0. Then prove that there is an

extension zof p to the smallest c-algebra P containing A and m such that
1(M) = O for each Mem.

_“subsets of Xwhich is closed u
that for each A € A with ACH

~ 90 e 00 CCCCT CCeCCEeOeCECOTCT CEC € (
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a Code No. : 1000
® FACULTY OF SCIENCE
&) M.Sc. IV Semester Examination, May 2011
a MATHEMATICS
~ Paper — II (402) General Measure Theory s
~ Time: 3 Hours] [Max. Marks : 80
) Note : Answer all questions.
ﬁ
- SECTION — A (8x4=32 Marks)
o 1. Suppose (X,B,11) is a measure Space. If E; € @, 1 (E,) < « and E, DE,,, then
® prove that p [ﬂE ]- lim p.(E
[ Y
o 27 Let f be a non-negative measurable function. Then prove that there is a sequence
- <(p } of simple functions with ®pn 20, such that f = im ¢, 2t each point of X,
O S-Let (X, B, 1) be a finite measure space and g an integraiﬁe function such that for
o~ i ~
some constant M > (), H gpdu ’SMj (,Dj!p for all simple functions ®. Then
o
- prove that g€ Lq[,u}.
™ 4. State and prove Lebesgue’s decomposition theorem.
~ )

5. Prove that the collection of all measurabiz rectangles is a semialgebra.

measure induced by p and E

/-\

~ 6. L&t L. be a measure on an algebra 4, _Li‘ the outer
~ any set. Then for any € > 0 prove that there is a set A € A, with Ec A and
f\

R (A< (B)+e.

1
s

"V/Let B be a p" - measurable set with 1 (B)< . Then prove that B (B)=p  (B).

)

)

< R SN I
D _&7If A = 7 then prove t.at p(A)= pa(Ar B)+u LANE] ‘or any set E.
f-\ (T'his paper <ontains 3 pages) P.T.0O.
()

o )

™
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- ,,.,A”af b (R ¢.nf< ’f Ao M > a0 f—» el 2de ™M

@R

A B

SECTiON - B

A0 ) State and prove Fatou’s lemma.
/ﬁ/ State and prove Monotone convergence theorem.

el OR

/b)élppose fand g are integrable functiens and E is a measurable set. Then
prove the following statements.

1) i((ﬁf+czg)zcljf+czjg |

E E 1 "‘|
1) If |h| < |f]and his measurable then h is integrable. i
p LR : <
i) If > gaethen [f>fg. 1
o
10. a) i) State and prove Hahn’s decomposition theorem. o
o ‘
1) Give an example to show that Hahn's decomposition need not be unique.
/ A4
N ’ Lot OR |
/'/’ o
b} State and prove Radon-Nikodym theorem.
@
11. a) Prove thatthe Rof p° measureble setsis a o algebre IF & restricted to £ is -
denoted by 1 then prove that 1 isa complete measure on £ -
OR
b) 1) Let E be a set for which px V (E)=0. Then prove that for almost all x, =~
.//‘/ X 7 N o
‘/kEY‘ /; — (\
. “
}.{ft E be a measurable subset of X x Y such that {px VYE)<ew. Then
’ o/
prove that E, is a measurable subset of Y for almost all x, g defined by
o/
g (x)=V(E, ) is a measurable function defined for almost all x and
7/

Jedu=(uxV)(®). @

Pé/[’ A e o MeatuU2l oNn A O/ﬂa(ézb‘(a :ﬁ % @ub”xf C%\ X 2\"
) | |

| e a col 9 cubsde X, whith 5 closed v 22 Coumbabl umia™

wlhich  ha: ths WC é’\ g PP ot HQMJ Me A o
FaYy=C - Q‘»\“{\ D/T '['(fLsz U) 2R ?f)(?n '/7:1 O\, A4 f@ H/’{ S *;‘)va
Jhue AMUH / ¥
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' J
® FACULTY oF SCIENCE
~ M.Sc. IV Semester Examination, May/June 2012 '
- MATHEMATICS
(Paper — 1) General Measure Theory
M\
"~ Time: 3 Hours] [Max. Marks : 80
.
Note: Answerall questions.
M,
- SECTION—-A (8x4=32 Marks)
&
- 1/fE = ~'theri prove that u[vE}<ZpE,.
-
1f K is a complete measure and f is measurable function and if f = g a. e, then
@) prove that g is measurable.
® ;/uw. 1€ posilive, negative and null set vith respect to a signed measure v on a
o measurable span distinguish between nuli set and a set of measure zeroc.
O 4/Let be a measurable set such that 0 < 1, E <w. Ihen prove that there is a
= positive set A contained in E with v A = 0.
) 5. lf <E;> is a sequence of measurable sets and if E = UE;, then for any set A prove
~ that WANE) =Zp (ANE).
~ ‘\}H’AG ~andif < A;>is any sequence of scis in _4 such that A — Ii:lf\( , then prove
O 5]
o that A < _Z1uAi :
=

L

a Tl ine inner measure p. andif E€ _4 then prove that p.E = uE .

-~
MAG 1, then prove that pA = p,(AmE) L (AmE)

_ y

~ {This paperc “ntains 2 pages) 1 P.T.O.
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SECTICN-B (4x12=48 Marks)
te and prove Facton's Lemma. _—

OR e

tate and prove Lebesgue Convergence theorem.

/&e and prove Radon — Nikodym theorem.
OR

b) 14X, #, 1) be a finite meaure space and g is an integrable function such that
for some constant M, | [godujsM \bﬂ for all simple functions ¢, then prove

thatge | g.

11. Let wbe a ¢ -finite measure on an Algebra _<'and let 10 be the outer measure

generated by 1. Then prove that a set Eis u” measurable ifand only if Eis a
propei difference A ~ B of aset Ain _4 ¢8 and a set B with uxB=0. Each
setBwith n=B =0 is containedinasetCin 4¢3 with n=C=0.

OR

M) State and prove Fubini's theorem.

12. @) Let E and F be disjcint sets. Then prove thai
e
AP . P B F e g e B e F e (B F) s e Bt piaF
OR
b) If u”is a caratheodory outer measure with respect to I . then prove that every

%nction inT is n —measurable. -

2 ) 2,000
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Max. Marks: 74

Time: 3 hours]
i o Section - A ad Section - B

Note: Answer all the questions row
Section A (3xd7.5

ot more than ONE p’l\k eac h '
e w g L
- /")thcnprowtn at W{UZo E) \iL_.). el de 8

‘_J/ %uppoxe (x,p,p)isa measure space it b
Nul} set o ith respect 10 a2 Ligned measure g on 2

Answer the follow'mg questions inn

2. Determine Positive, Negati and
. measurable span distinguish tretviovts 45 © .ot and a set A measUe Sr 0. .
737 Define semi-algebra of { enbsels of & Uyt the collection R of med urath
coinnelesisa semi-algebr Ko ]

'

P (
1AW A . then prove that plsa ) = w0
Lo 1 : = el b W .)' L

/-

‘\]1, ¢

=i
U Nddee

‘0\1\' le

\_ﬁ),../‘; anie and prove Fatets « Loty
£ .
i “i’ (’:,:,.i B AY Y
brouppese (x, B)is @m0 dnle, das G f be an exiendes te ‘
o ,/ i & . ) P i 2
ol oaenne doon X then prom < o - e 1 aring stateme AR L B T) ‘
g o) 2 iy el
i) ﬂ.\"f(,-\') ol = B Lo abpad B 0 ; <
. . s N ’ o,
Wy I x 2 [ ot G 1 ! L : - ~
1)y "1 1; c b : } o 1’&’ il
111} IxA(X) <@ Ve If ThETR o —
1\}-)\/{ \) 5 } - \I\ 1o .4._,"1 i i~ ary & L/E/ﬁ\‘ N 1Y
7.%2\%/3?%1((: and prove Radors N ibad e Sierii. £
7
# (’\‘;R‘;

hir-decompestion theoreém. ~

/-b)’th prove Ha
o //

¢ syfet it be ameasuly ta Loetva A, " be the outer meast s i

& > e x\dS€t\6u{\rl‘lﬁi <:"

/ any set. Then prow 1"(;@1 oy € e
iR MR Furthe  due it B e spaselB E ok, i

‘J

(/\
LB
3 s

P




1

1

ST L BT o t e i : i
).L and r oe iwo disjoint sets then jrove tha ot v Ay sp bl =
Tra SN Lk S TS W I - EY e i y ' .
HOok)H+(F) < (Fu Y < L)+ (F), e
: (OR) i
r-/'

' is a set of real valued funciions on X then defis

IR

casure with respect to . If ™ isa (Caratheodory . 1oy e

vhieo '\LOF) culer

ware with respect to

tize show thatevery function in - is 1 ¢ measurabte #uietion

1o 710 3) be a measurable space and (£} s a sequer e «.F mronctsrahl]

] L) BE @ neasurs space and 1T,y 1S a sequesc «F mizasurable functions
et iod o SUP T oy I fiby voos tim Sup 6y 0o LiMLIRE L,

dei vd on 0 Then prove that: 1) wmy L) i) LR n_»if‘are also
niesarable function.

(OR)
e e Reg with (uxd)(E) < m(h/z! te) then - .o . . the function defined
SN .f’:: JY ¥ € X is a measurable Suction .o b ik b g = Ly JLE ).
o
ey

~

-

%

A
\1
\1
1
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1
1
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Code No. 23/25/MS/4.2/GMT
® FACUL Ty OF SCIENCE
pry . M. Sc. (Mathema[jcs) [V~ SEMESTER
_ REG ULKI\PJBACKLOG EXAMTNATIONS) MAY 2014
. El i T CENERAL MEASURE THERGY
PAPER - 11
'a Tune: 3 hours) ~ [Max. Marks: 70
Note: Answer g]] the QUestions from Sectiop - A and Sectiop — B
A Section — A N4 L LR
- Answer ¢ ollowing questions in not mere thar, ONE page each: L (AD L . (5x4=20))
- fine a Mmeasure 1 op 4 measurable Space (x,B))pIove that measure i is monoton;:
== 2UPpose (X, B 1) is a PLasure space apq fis ap mtmnon on. x with 'resp;cz 0 1. Suppose y is
. define on B by v(F) = fb fduvE ¢ B. Prove thaty is a signed Mmeasure on (x, B).)ﬂ
B efine a it measurable set. IfE, and E; are w measuravle. Proye that E,u E, is also g YR AN
) " meas able ser. '
/51/8‘{;)((:2 K* and p. are fespectively the outer and inner measur . induced by 4 Measure- i un an alyehry 4
o of sub sets of X' Prove that () - WHE)VE X. ’
a i\@gtatc and prove Holder g incquaht_\_'. » ’ >
&&‘LB
f.\ S\VET T £ o 3 A o N ~ i % < v oo :.'.‘s_:"]‘
Answer .J]Vf()”()\\mg qUESHONs in not more than FOUR bages cuch SR =)
@) <4) Suppose (X, B)isa measurable space and {f 1 15 4 Sequerice of f3 incasurable funct: o detine
~ on E\Ef\ '““'f. that. o , oy
3 T 3 S ssey St tinf . limsuy . o leminf . .
4 [1) max (f,. S Mingf, 1 ) i TP e e P ) e me MIF LT e
') B-mieua T — -
: (OR,
) NSuppose (X B, 13 is 8 nissure “hace and f, g 4pe Aun-negative measurgbje functions ¢o; -
E€BItd b are RON-ICgulive codistants prove that: [ (qf + bf)du = q jF fdi+ b i g
o )j”(lnc and proy e Lebesene copy siaence theog omy.
(&) tate and proyve Jordon-D., CMECLInon theoren;
—~ {OR) : )
g ) Brove thar 4 normed linear space i conplere 1"and only 1f ¢y cry absolutely Summable scrics iy X
= t\,—/l’SA summable p N v .
8./,?&/)'\5‘5uppose H™ 1S an outer Measure on sex, and ‘B ;s the class of g H7-imeasurable sets. If i isa
) meleic Measure on B. |
3 R WSU})pose (X, A, 1) and (v.B,y) are complete measy e Spaces and R s the collection of 4
. - s L P
- measurzable TeClangles in ¥ « y & W\ S
1)\Suppose Ho: R = [, @] is a Mapping defined by uo (4 x B) = u(a4, YBD) K AxB e R,
P 70 ove that 1, (@) = g and (A x B = Poiey ity (4, x B). WV
Q. a) Suppose 4, B ¢ A with y* (4 — E} < oo, y (B~E) e e 1A € B, prove that:
™ #(A)—Al*(A—E)S,u(B)—N (B8 -E)
- Inaddition IfECAcB prove thar: -~
o Y :
o BH(A) = e (4 - E)=uB) o (B- E)-@s
O | 00w (B) = ugay < e ga )
’ (OR) \ L -
~ _2J State ang prove Corathrodery oute” measure theorem, e
-
[PTO
o
M
-

B ey
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Code No. 23/25/M8S/4 2/GMT

3%

10&) ] uppose (X,c/l ,ll) and (y, ‘B;Y) are COIT}plCtC mMedasure spaces and R is the dim of all measuraole /\\\\
rectangles in R. If E € Ryg. Prove that E 1s a measurable subset of y for any x € X. L
\_/ii’)/IfE C X x y with (uxy)(E) = 0. Prove that ¥(Ex) = 0 for all most ali x € X
(OR) ‘ |
_b) Suppose {x, B) is a measurable space and li1,} i a sequence of measures that converge set-wise toa
measure p on B. Let{fa} be a sequence of non-negative measurable functions that converse point
wise to a limit of function /. Prove that J"X fdp < liminf jI Fodpin. /-E; Aqﬂ\ \\?&

-

gé =

C . C C_c o r o8

b € |

1 €€ 6 € 6 € ¢

(

O

b & ¢

«

Cc€CccCcCcc

= € €& € ¢
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FACULTY OF SCIENCE
M.Sc. (Mathematics) 1V - SEMESTER REGULAR/BACKLOG EXAMINATIONS, MAY 2017
GENERAL MEASURE THEORY
PAPER - I1

Time: 3 hours] [Max. Marks: 70
Note: Answer all the questions from Section — A and Section — B
Section — A
Answer the following questions in not more than ONE page each: (5x4=20)

I State and prove Lebesque dominated convergence theorem.

2.1ff € LP(u), g € l_q(u),%+ é-:: 1, 14 p £ oo then prove that [ | fg| dp <l fll, gl

Code No. 1842

4
3. If £ZE; > s a sequerce of measurable scis and of E=U E}, then for any set A.
Prove that u* (AN E) = Yu*(ANE;)
4. Define inner measure p, and if Ee A. Then prove that p, (F) = w(E).
5. Define the following concepts:
1) Measure i) Complete measure iii) §- finite measure.
Section — B

Answer the following questions in not more than FOUR pages each: (5x10=50)

6. a) Suppose fand g are integral functions and E is a measurable set. Then prove the following
statements.

i) J; (af +bg)=af, f+ bf. g
i) If | h | <| f} and h is measurable then h is integrable.
i) Iff>gae then [ f2 [ g.
(OR)
b) Suppose (x,p,p) be a measurable space and f be a non-negative measurable function then prove that
there exivfs an inereaging spanence o€ ran mimative maep's Bmetinnsl b, such that
liMy e @n(x) = f(x) for all xeX. '
7. a) State and prove Riesz-Representation theorem.
(OR)
b) Let v be a signed measure and I be a measurable set with 02 v (E) £ o. Prove that there is a positive
set A contained in E with v(A)>-0.

8. a) State and prove Carathodory Extension theorem.
(OR)
b) 1) Let {(Aix B;)} be a countable disjoint collection of measurable rectangles whose union is a
measurable rectangle A x B. Then prove that A(AxB) = ¥, A(A;x B))}.

i) Let x«~X and E€R ;5 then prove that Ey is a measurable subset of Y.

9. a) Let u be a measure on an algebra 4. Then prove the following
i) p,(E) < p*(E) for all sets E
i) . (E) = p(E) forEe A.
iit) IFE<F then u,(E) < u.(F).
(OR)
b) 1) Let B be a u* measurable set with u*(B) < oo then show that u,(B) = u*(B).

1) Let {A,} be a disjoint sequence of sets in A then prove that u.(E N Up-{ An) = Yoy i (E N An).

10.a) State and prove Lebseque —Decompositicn theorem.
(OR)
b) Let p be a g-finite measure on an algebra A and let u* be the outer measure generated by p. A set E is
u"-measurable if and only if E in the proper difference A~R of the set A in Ao d and a set B with
(1 (B)=0. Measure each set B with u*(B)=0 is contained in a set ¢ in Ao with u*(C)=0.
--000--
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DL FACULTY or SCIENCE
M.Sc. IV Semester Examination, May/June 2010

MATHEMATICS / AppLIED MATHEMATICS
Paper V (A)
(Calculus of variations (409))

Time : 3 Hours] [Max. Marks : 80

Answer all questions.

Section A - (Marks : 8x4 =32)
M@ a functional, a linear functional and a geodesic.

ﬁistinguish between strong variation and weak variation with suitable example.

3. Find the extremals of the functional

uly(x).z(x)] = J-g/Q T

SU’)_]C’ to ylo)=0 Z 5)=1, 2{0)=0

A/Fmd the extremum of the functional

Viy.x)= 1741 2 S y(0)=0.y( T )= 1
\ Z

/

)J))))))))))))))))__\\)

O State the isoperimetric problem and indicate its solution

6. -Find the Euler Ostrogradsky equation for the functional

S[Z (xy)]= I Jy/1+ (%)? +(§-§)2 dx dy.

U

2P0 0

) D

se Harmiltons €quations to find the equations of motion of a projectile in space.

> D

Derive the differential e

quation of motion of simple pendulum using Lagrange’s
equation.

[P.T.O.

P O 90 O

~7

i |
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Section B - (Marks : 4x192 =48)

9. (a) State the simplest variational problem. Solve the varintional problem W
- 12 ] <
T [XY 7 +yy’|dx; y(1)=0, yle)= |
ol
Or <
(bl 7 State and prove the fundamental Lemma of calculus of variations. J
/(rn‘)/Pxow that the shortest distance between two points in a plane is a straight ,
= o
line.
o
10. (a) Using the variational prmc1ple find the curve connects ng two iix'cn points A O
and B that is trave sed by a particle ¢ sliding from A to B in the shortest time. |
Y
Or |
37 T : , . i
(DY Find the curve passing through the points X,- ¥y), (x5, v,) which when rotated
about the X-axis gives a minimum surface area. w
iE 3 o,
11, {8} Derve the Euler-Ostrogradsky equation for the funcuon : J
iy MR, ) § N o
G LN, T = Flx,yz, 42 <2 1 g dp

| ui=llp Yoo oy ! Y.

o
Or
“(b) Show

that the spheee 1s the solid fisure of revolution

i, which fo
suilace area, has-maximum voluire,

Ior a given

12.

(a) Dcrive the differential equation of the free
variauonal principle.

Or

L(b/) ive the Euler-Poisson equation.

vibrations cof a string using the

SN EEEEENEEE N NNN
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, “10. a) /Fi{i the extremum of the functiona]

=

' ‘;,/mmmnm 25 ‘ Cole No. 1007 _

% )
Viy, x]= I4 L"z—yzldX; y(0) =0, y{g‘)‘ = L.
0 .

OR

State the Brachistochrone problem as a variational problem stating the
assumptions involved and then solve this problem.

./@ State the isoperimetric problem. Solve this problem and find, its varidtional
= solution. :

OR
‘ : ' % 02 o2 Ll
b) Determine the extremals of the functional v[y(x)] = | (}’ -y +X )d?i,
0

n n
satisfying the conditions y(0) =1, y'{0) =0, y [5) =0, ¥ (E): -1.

12. a)/Den/ve the differential equation of the free vibrations of a string using the
- vanational principle.

OR

b) Derive the equation of vibrations of z rectilinear bar taking the x-axis along
the axis of the bar in the equilibrium position. Deduce the case for the free
vibrations uf an elastic bar if the bar is homogeneous.
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: FACULTY OF SCIENCE
Two  Cant z >
@K ¥ R M.Sc. (Mathematics) IV ~ SEMESTER

i —O REGULAR/BACKLOG EXAMINATIONS, MAY 2014
QQ-/)JZ/@ r =00

o =
il ADVANCED OPERATIONS RESEARCH
§ M=o X2 PAPER — ITTb

Time: 3 hours] [Max. Marks: 70
: stion f] ion — ion - B
r"\;@“&/@ }\\ B I v, Lo Note: Answer all the question from Section — A and Section

b =
o CCLX—@ >\40, T

Answer any five of the following questions in net more than ONE page each: (5x4=20)

Section — A

E\p]ﬂn the following terms: =
C) yMixed strategies  jiy Zeto-sum game {&) cptimal strategies gv Value of the game
yctmc NLPP. Give two examples of NLPP, - B
%ér.{ﬁ ¢ _~37What are the three time estimates used in PER 17 Define the expected time.
= 4. Define QPP. Give two examples. «
X 5. Explain the advantage of using the language mudtipliers method in solving NLPP.

M
»! (I{(\f\@

/

@& - Segton =B
A
- 6 7 Apswer the following questions in not more than FOUR pages cach: st e ! Sx10=:30)
¥ \ A 4
6. .a) ko n the method of solving 2 2 X 2 cape i { \! !
- . .. = . - C
-~ ) wtic method 1) Algebraic methed k7
i (OR) a
o ' s —~16 9 0 ]
i - .
. - (B9 / -
- b State dominance principle. Soive the vame; . : <
~ % \ b ce P ! i |3 7 ! ‘5 i (‘/\,
\ a4 - A\
o ‘ s
,l\wmh i | i hackward pass caleulations in finding Jdie crivical paih
e‘) ] the procedures for forwarc Pass Gl Sdekward pass calculatgons in inding die critical path.
Vie
~ (OR) S M -
\ b) For the tollowing data, calculate the expe: wd duration of each activity. Draw the network
. & Using the CPM. obtain the minimum o inletion time of the project. atier dentifyvin
[\.1.1
,j-'h A i X‘\‘_‘ Time in s St
’ Cva K - B 5 L T I
© Optimistic | Most mu Jesstmistc
v ' i T =t == S e — et
—~ i S B 2 T s 14 |
, 5 : SN o . |
i A2 9 l s | 15 l
=i = | =
() - D | 14 17 i
3 i - ; |
L g | By s |
o S 6 | 612 |
Ee e
el 8 | L7 20
-~ \\\ s = N L T ‘
-~ & a¥Obtain the necess: ary and sufticient conditioas for a GNLPP involving nvariable and m constrimty
AN . ; .
—~ [ T (m-ny using Lagrange multipliers mJl Hence hist out the condinoens tor maxima and minnma
{ - % «
Nan @ 8 / # (OR). g
) =) Use the method of Lagmngmn multiplie 0 solve the tellowing NLPP. Does the sohution maximize
Le,\ C o or mininnze the sbhjective function?
™ e p Optin.: Z=9¢xf +x2+ ¢+ 10x, + 8xa + 63, - 100
ST glx)= Xy or X = 20
™ i k/r
i, Xy, X5 = 0 =
| Lt g = p7s
m t ha ™ (PTO
—~ | A
//
/ % ¢
o b
N ‘
\
— ) N A
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94y Expla -
» Explain Beale’s method of solving a NLPP.

, (OR)
\%Explam Wolfe’s method of solving QPP. Use the above method to solve the following QPP.
Maximize 7 = 2x, + 3x, — 2x2
STC Xy + dx, < 4
X1tx, <2
1.6, 20

C

{

A) Use graphical method for solving the following game and find the value of the game.

~__Player—B -
87 B_} B.‘
-2

6 i

¢ € ¢

)
oW

,

C

Minimize 7 = ¢ + v
STC Xg « X =2 4

C

C €T

€008 0T ¢

c € € € (

(

(
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Code No. 1843B

M.Sc. (Mathematics) IV — SEMESTER REGULAR/BACKLOG EXAMINATIONS, MAY 2017
ADVANCED OPERATIONS RESEARCH

PAPER -1II b

Time: 3 hours]

Note: Answer all the question from Section — A and Section — B

Section — A

Answer any five of the following questions in not more than ONE page each:

[ Y N

Answer the following questions in not more than FOUR pages each:

6.

Expiain maxi-min and mini-max principle in game theory.

Distinguish between CPM and PERT
Write down the canonical form of NLPP.
Write the steps of Beale’s algorithm for QPP

What are the rules to be followed to represent a project by network diagram?

Section — B

a) Solve the following Game graphically.
Player B
I 11 mr 1v
Player A |1 2 2 3 -2

I |4 3 2 6

(OR)
b) Using dominance property solve the following game.
Player B
1 I I
Ir1 7 3
Player A 11| 5 6 4
mLz 2 0

I\Y%
4

5
3

[Max. Marks: 70

(5x4=20)

(5x10=50)

. a) A project consists of a series of activities A,B,C,....H,I with the following relationships(W<X, Y

means X and Y cannot start until W is completed; X,Y <W means W cannot start until both X and Y are
completed) with this notation construct the network diagram having the following constraints: A<D,E;
B,D<E; C<G; B<H; F,G<I. Find also the optimum time of completion of the project, when the time (in

days) of completion of each activity is as follows.

Activity: A B C D E F G H I
Time : 23 8 20 16 24 18 19 4 10
(OR)
b) Given the following project.
Activity 0-1 |02 |1-3 2-4 |34 |3-6 |4-7 |6-7
Duraiion 4 7 8 3 4 7 8 9

(in weeks)

i) Draw the network diagram. li) Find critical path and project duration.

(OR)

b) Solve the NLPP using the method of Lagrangian multipliers

. a) State and prove Kuhm-Tucker necessary and sufficient conditions in non-linear programming.

P.T.O



Min Z=6x2 + 5x2
STC x4 +5x, =3 and x4,x, =2 0
6. a) Use Wolfe’s method for solve the following.
Max Z = 2x; +x, — x2
5:T.C 2x; +3x, < 6
21+ %X, <4 and x1,x, 20
(OR)
b) Solve by Beale's method.
Minimize Z = 6 — 6x; + 2xF — 2x,%, + 2x%
Subject to: X1+ x, <2 and x4,%, = 0

10.a) Explain Arithmetic method for nxn games.
(OR)

g

Code No. 18438

b) Find the dimension of a rectangular parallele iped with largest volume whose sides are parallel to the

coordinate planes to be inscribed in the ellipsoid g(x.v.z)= i; e

method.
--000--

w2z ‘ " i
= & — 1 = 6. Using Lagrange’s
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- ‘ FACULTY OF SCIENCE

-~ M.Sc. IV Semester Examination, May/June 2010

~ MATHEMATICS / APPLIED MATHEMATICSS

- Paper III (C)

(Advanced Operation Research)
M
o Time : 3 Hours] [Max. Marks : 80
Answer all questions. )

P

o Section A - (Marks : 8x4 =32)

M - Define Dominance Property in games with illustration.

M 2. Explain Minimax Principle of Game theory.

O 3. For a project network write the steps for finding the critical path in the forward pass
- calculations.

4. Distinguish between CPM and PERT

- 2
~2- Explain about canonical form in NLPP.
)
- 6. Write sufficient condition for a general NLPP with onc constraint with illustration.
- 7. Write down Kuhn-Tucker’s condition for Q.P.
8. Explain the step of Wolfe’s method for solving a QPP.
-
£\ .
Section B - {Marks : 4x12 =48)
9. (a) Solve the game graphically
N B
& i -1 2
Al
—- 12 3 =3
Or
) (b) Solve the game using dominance property
IV /
- [ I 1 v v E_L
I 4 3 1 3 2 2|
™ | 4 5 7 =5 1 2
— 1] 4 ; 4 -1 2 2
: V| 4 3 -2 2 2
i :
IR.T.L3,
ﬁ\
)
O



10. (a) Give the following project
0-1 1-2 1-3

Activity

Duration

(days)

2-4 2-5 3-4 13-6 47 57 6-7

(i) Draw the network diagram.

(i) Find the critical path and project duration.

(b) Project consists of A,B,C
A<D, A<E, B<F, D<F, C<QG, E<H, F<I, G<I

Activities duration are

Activity
Time
(Weeks)

H,I activities with selection

€ € € € ¢

(

P

Find project completion time.

. (a) Solve the following NLPP.

. Rl
Minn 2 = x + %

o

Subject to: 4x

Xyt 2a =19, X, %, 620

(b) Using Kuhn-Tucker Conditions solve.

Min Z=2x% +3x;—%; —

Subject 1o :

(

X +3x,<6,5x, +2x, 210, x,X;

. (a) Solve by (simplified) Wolfe’s Simplex method.

C € ¢

Max Z=2x,+3x,- Jx;

(

+ X552, X3,Xy 20

Subject to 1 x;+4x, 54, X

(

(b) Using Beale’s method solve:

C

Max Z =25 +3%;—

Subject 101 x

v,
=

W



)

)

> 2 D

)

)

D> DD D 3 D D

D

g - | Code No. : 1003

FACULTY OF SCIENCE
M.Sc. IV Semester Examination, May 2011
MATHEMATICS/APPLIED MATHEMATICS
Paper - III (C) (403) : Advanced Operations Research

Time : 3 Hours] : [Max. Marks : 80

- Note : Answer all questions.

SECTION - A
(8x4=32 Marks)

1. What is game theory ? Explain briefly.

2. Explain maxi-min and mini-max principle used in game theory.
3. List out common errors present in drawing network diagrams.
4. Define (a) expected time (b) variance in relation to activities.

5. Find the maximum or minimum of the function
! 7 . 32 .
f(X)= Xy +X5+x5-4%, —8X,-12x,+10.

6. Explain the formulation of non-linear programming problem.

7. Derive Kuhn-Tucker necessary conditions for an optimal solution to a quadratic
programming problem.

8. Define general quadratic programing problemn.

SECTION - B
(4x12=48 Marks)

9. a) Explain the principle of dominance and hence solve the following game.

Player B
[ 11 I
Player A : {6‘ i 6}
714 12 2
OR
( “is paper contains 2 Pa s) ! P.T.0.
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b) Solve the following game by linear programming
B

-1 2 1
All -2 21 /1 L>
3 4 -3 el

10. a) A project. consists of a series of tasks labelled A B,C,D,E, F, G, H, Iwith

1.

12.

a)

b)

b)

the following relationships (W < X, Y, means X and Y cannot start until W
1s completed ; X, Y < W means W can not start until both X and Y are

completed) . With this notation, constmct the network diagram having the
following constraints :

A<D,E;B,D<F;C<G;B<H;F G<Ifind also the optimum time of

completion of the project, when the time (in days) of completion of each task
15 as follows :

Task: A B C D E F G H I _~
Time: 23 8 20 16 24 18 19 4 10
OR

) I'ind the critical path and calculate the slack time for each event for the following

PERT diaoram.

State and prove Kuhn-Tucker necessary and sufficient conditions in
non-linear programming.
OR
L — =l 2 , 2 . <z i > =
Maximize 7 = X; +X) +X3, subject to the constraints 4X|, + Xy + 2X3 = 14,
and x,/x5, X3 > 0.

Apply Wolfe’s method to solve the quadratic programming problem

Max Z = 2x,. + X, — xf , subject to 2x, + 3%, <6, 2x, + % < 4 and x ), X, 2 0.
OR

Use Beele’s method for solving the quadratic programming problem

Mux Z, = 4x; + 6x, - 2x2 —2X, X, — 7 X subject to X, + 2%y < 2 and

’,/
S
vV
—
(-
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Code No. :'9492

FACULTY OF SCIENCE
M.Sc. IV Semester Examination, May/June 2012
MATHEMATICS/APPLIED MATHEMATICS
Paper — Ill (C) : Advanced Operation Research

[Max. Marks : 80
Note : Answerall questions.

SECTION—-A (8x4=32 Marks)

B

. Sclve the game A F 1} |

4 -3]

Write a game as a LPP.

. Explain briefly with examples two types of floats in networks-analysis.

Write the rules for drawing network diagram.

Write the Kuhn-Tucker conditions for Min z = 2

2, 2
X + X5 + X5

subject to 2x; + x, ~ x4 < 0,

Find the maxima, minima for f(x)=2x2 + 235 +2x2 — 12X = 8xy —4x5 + 2.

Write the steps of graphical solution for NLP.

Explain the step: f Beak's methor

P.T.O.
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SECTION-B

B
9. a) Solve the game graphically A {41 :11 g]

OR

B

b) Solve the game by matrix method A E 1 g]

Code No.:9*492-_ o

(4x12=48 Marks) -

10. a) Given the following projects A, B, C, .. H, { and the relations A < D, E < F,

D<F,E<H, E<] activity durations are

Activity | A | B | c | D

E|F|GI|H

Time
1
(Months) 612|718 51419
Find the project time.
OR
b) Given the following project.

Activity |0-1 | 0-2|1-3 |24 54|36 |47 |67
Durati I

e 8 BT 3i:17 |89
(weeks) | |

i) Draw the network diagram

ii) Find the critical path and project duration.

A4

€ € € C

(
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I

11 a) Sblvethefollowing NLPP

‘ Max z=4xZ +x3 +2x2
subjectto x, + 2x, + X5 =16
X1y Xp, X5 > 0.
OR
b) Using Kuhn-Tucker condition sojye

Max z=7x§ -6x, +5x,
10
Xy =3%, < 9 X1, X5 0.

12. a) Solve by Wolfe’s method

subjectto x; + 2x, <

Max 2 = 2x; + 5%, + x;%, - x2 - x2
subject to 33Xy — X5 <10
' X1, X5>0.
OR
b) Solve by Beak’s method
Max z = 2x; + 2x, — 2x2
subjectto  x; + 4x, < 4

X1, X5>0.

Code No. : 9492

2,000
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l{% FACULTY OF SCIENCE
M.Sc. IV Semester Examination, April/May 2009
MATHEMATICS/APPLIED MATHEMATICS
Paper III (C) |
(Advanced Operations Research)

Special Note : In case of Old Batch students, marks scored would be converted to
maximum marks of 100.

Time : 3 Hours;j [Max. Marks : 80

Answer all questions.
Section A - (Marks : 8 x 4 = 32)

-1. Define sadle point and the value of the garnes.

2. Explain Minimax principle.

X - e ' kowi
(;’3.) Define total float and free float of an activity 1 project management network with
- examples.

AT Write the distinctions between PERT and CPM.
5 Define a general NLPP (problem) with an example.

6 Write Kuhn-Tucker conditions for a general NLPP with m (< m) constraints and
illustrate.

~

.\]\\

Explain General Quadratic Programming Problem.
8. Write the steps of Beale’s algorithm for QPP.
Section B ~ (Marks : 4 x 12 = 48)

9. f(a Solve the following game graphically

B
111
] [ 2 77=
All3 5
i1 2

[P.T.O.




saks

b5 I NN,

2

}b{ Solve the game using dominance Property.
B

I I m v RO . =
s }"J‘\ .\- ’9 - )
L4 .4 2 .4 @~ ‘Tqt= y ¥
All| 8 °6.°8 23 D ' o
173 ‘10! 19l
] }O ,2 4 _1,0 L J <
Z = ! . . . : L
10/(/cﬂ The activity of a project has the following time schedule. Draw the project network
and find the critical path. -
Activity |1-2 1-3 1-4| 2-5 3-6 3-7[4-6 5-8 6.0] 7-% 8-9 ~
Duration W
days 2 2 1 4 8 S 3 1 2 + 5
o
. Or
/66) Draw project network and find critical path. b
Activity | 1-2 1-3 2-4| 3-4 3-5| 6-9 56 57 o P78 8-9 9-10 -
Durationy !
weeks | 4 1 1 1 6] 5 4 8 1| 2> 1 o9 bt
117 (a) Solve the foliowing NLFP by the method of Lagrangian muitiplies.
P . ) = g5 o W/
MerrT= 6x” + 5x
I3 / 1 o ’ 3 -
= subject to - -
Xt ox,=3, %, x20. O
Or
() Using Kuhn-Tucker condition solve : -
Min t = x7 + x; + x¢ subject to 2x, + x, % 3, )@ - )
, e - " ~
X+ X2, x, x,x 20 :
' £} I P 0] e, ~
) d
A - : . A
12, (a/golve by Wolf's modified simplex mathod L. O
- K - e g NG
, OO
Max Z= 2% + AR -
subject to : 2x, + 3 %, 56,2% tx 4, x.x20 oy ATy~ 1\2”_ i @
Or () =19

- 7 -
(b) Using Beale’s method solve: -«%_;@'\/, v

MaxZ = 2x + 3x,~2x; subject to -

©g &
' A
"\ e
N
C ¢

(

(

G 7. A e e
| t [N telle A4
< .
{O,'! / ) )

[ e L t ¢ i u

e,
A4
e
(
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i) If f(z) is analytic in an annulus r < |z -2z, | <R, then show that we can find

- - aLaurent’s series 2 A, (Z-%)" sych that

n=—co

f@)= T A, (z-2)"

n=-co

)

OR

3

b) i) Show that the infinite product H (I+a,) with 1 + a, # 0 converges if and

) @ @

only if the series Zl log (1+a,) converges. (Here log z represents the
principal branch of the logarithm).

)

- 11) Show that

o el r(z)r(z+ ) Jn T(22)

12. a) i) Obtain Poisson - Jensen’s formula.

1 L2 e
C() 11 (-p,)

1) For ¢ = Re s > I, show that 7, <

OR
" b) State and prove Hadamard’s theorem.

)

)

) D

)

)

3 2,500
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FACULTY OF SCIENCE
M.Sc. (Mathematics) IV—- SEMESTER REGULAR/BACKLOG EXAMINATIONS, MAY 2017

BANACH ALGEBRA
PAPER -1V
Time: 3 hours] [Max. Marks: 70
Note: Answer all the questions from Section — A and Section — B
Section — A
Answer any five of the following questions in not more than ONE page each: (5x4=20)

1. In a normal algebra, prove that the multiplication is jointly continuous.
2. Define a topological divisor of zero (TDZ) and show that every TDZ is singular.

3. If A and B are C"- algebra with units and if ¢: A—B is a *-homomorphism such that ¢(1)=1, then show
that | (a) I <l a |l for all acA.

4. Let H be a Hilbert space, Te L(H). If | T || < 1 then prove that for any complex polynomial
£ 1l £(T) Il fllp, where A;={A€C /A < 1}.
5. LetAbea C*-algebra with unity and cc be any element of A. Show that there exists a normalized state f

on A. Such that f(oc oc)=[lc <.
Section—B

Answer the following questions in not more than FOUR pages each: (5x10=50)

6. a) If A is an associative algebra over ¢, with unity element u, and if A has a Banach space norm
x—[Ix|l such that (x,y)|—>Xy is separately continuous in each factor, then show that there exists an
equivalent norm x—| x | on A such that (4, ||) is a Banach algebra and such that | u |=1.

(OR)

b) State and prove Gelfand formula for the spectral radius.

7. a) If xeA, o(x)=o, then show o(f(x))=f(c(x)) for all fe C(t, o(x)). Here A is an associative algebra.
(OR)

b) State and prove spectral mapping theorem for rational functional calculus.

8. a) State and prove commutative Gelfand newmark theorem.
(OR)
b) 1If A and B are C -algebra with unity land if ¢: A—B is a unibal algebra homomorphism such that
o (@) < |lal| for all a€A, then show that ¢ is a * -homomorphism.
ii) Show that in a C"-algebra with unity the sum of positive elements in positive.

9. a) If HisaHilbert space and T is an operator on H then show that T is umty if and only if the unit

circle {’1 ec / T = } is a spectral set for T
(OR)
b) If His a Hilbert space and T is an operator on H such that || T I< 1 and f € C(t; A,), then prove that
there exist a sequence of complex polynomials for such that || f,(T) — f(T) II- 0.

10.a) If E is a Banach space and TEL(E) then prove that the following conditions on T are equivalent.
i) T is subjective ii) T' is bounded below
(OR)
b) LetAbeaC -algebra with unity. Show that there exists a Hilbert space H and an isometrical unital
*-representation ¢:A—>Z(H).
--000--
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Mt FACULTY OF §CIENCE
M.Sc. IV Semester Examination, April/May 2009
MATHEMATICS/APPLIED MATHEMATI C5
Paper V (A) (405)

(Calculus of Variations)

Special Note: In case of Old Batch students, marks scored would be
converted to maximum marks of 100.

Time : 3 Hours] (Max. Marks : 80

Answer all questions.

)20 92000200800

Section A - (Marks : 8 x 4 = 32) .

h
- Define a iinear functional and variation of a functional. Give one example.
o State and prove the fundamental Lemma of calculus of variations.

M X3\ Find the curve joining the origin and the point A (1, 1) whose rotation about the axis

ﬁw of abscissa generates a surface of minimum area.

al Uiy x] =

Show that the extremal of the functionai ¥ |

family of circles centred on X-axis.

1

- 13 . n_ { \l = 1
O Solve the variational problem V [y, x] = Ji/ y'dx; y(0)=0, ytl} =1,

~ )
%e the ostrograd sky equation for the functlonal
\ 2

&)
0z 0z .
vz (x,y)] = ( (-—-) dxdy

& g axJ oy
/\

]2
) Find the extremals of the functional Viy(x)) = j (y? —y®+x)dx

3 .
-
- Derive the equations of motion of a“projectile in spacc using Hamiltons

‘ equations.
/’\ .
/—\ b <
[B.T.0.

)
/‘\
m

—

s




/)

Section B - (Marks : 4 x 12 = 48)

b
9. Derive the necessarv condition for the functional V [y (x) J (Y Yy )d
a -/
with the boundary conditions Yla)=y,, y (b) = yp to have an extremum.
. <
}VP/rove that the shortest distance between two points in a plane is a straight %
line. o

g
(

. . F(2 5 ]
(b) On which curve the functional J () - y* +2xy) dfwith y(0) = O,
v -
T[ .
Yy 5T O be extremized. o
o/
Does the functional V [y [ \/‘ +y ? dx with boundary conditions
W/
=y{l)= ﬁ possess an extremum? Justify your claim. b
<
10 10 £ xplain the Brachistochrone problem and find a variational solution o it.
-/
Or
: s 7o & a . - . 1 v
5 Find a curve with specified beundary points whose rotation about the iuis of
T abscissa generates a surface of minimum area. o
/
o . < . . - - N - o/
%btate the isoperimetric problem and obtain 1ts solution using the principle of
variational calculus— ) BTy ()
Y—’/’_'——/"
. Or )
. - 4 TS | 2 ‘
(b €termine the extremal of th= functional v{y{x)] = j (Eﬂy" + Py] dx that b
. ‘ g s ’ ' - ~
satisfies the boundary conditions y (-1)=0,y' (-1) =0,y (1) =0, y ({) = 0.
o
L2 yr Derive the Euler-Poisson equation. )
Or
W/
(b) Derive the differential equation of the free-vibration of a string using
variational principle. -
<
&/
-/
W
o’/

(
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() FACULTY OF SCIENCE

=y M.Sc. IV Semester Examination, May 2011

- MATHEMATICS/APPLIED MATHEMATICS

Paper — V (A) : Calculus of Variation
-
-
Time : 3 Hours] [Max. Marks : 80

- Note : Answer all questions.

@ SECTION - A (8x4=32 Marks)

® Distinguish between a function and a functional. Define a linear functional and

&) a geodesic.

2. Explain the concept of a strong extremum and weak extremum of functionals.
ined on a curve then a

Show that if a strong maximum (or minimum) is attal
weak one is attained. Is the converse held in general ? Justify your claim.

%

r . it
3. Find the extremals of the functional v[ y ix), z )] = | D"z +7Z°+ 2}'2de\'
0

D ® & 0

subject toy (0)=0and y (%) = s
4 Test for an extremum the functional v [y!x)

) 1 2 2.0
1= [(xy+y —2y°yHdx, y(0y =1
0

and y (1) = 2.

5. Find the Ostrogradsky equation for the functional

2 2 |
Slz (x, y)] = IDI \II + (-Z—XZ—) s (—Z—i) dx dy and hence investigate for its minimum.

P.T.0.

(This ; -per contains 3 pages)

J
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6. Show that if the integrand of the functional v[x(t). y ()] =

/

/
lv
\

Ly
hy & @ x(1), y(,
(0, ¥ (D) dt does not contain t explicitly and is a hornogeneous function of

first degree in x and y then that functional does not depend on its pararmetric

representation.

Using the variational principle, find the differential equations of motion of the
system with n particles of masses m; (i=1,2, .., n)and coordinates (xi, Yy Zi)

and acted upon by forces T; that possess the potential ~17 satisfying

I = ou ou
w=— 7 Fy =~ 59 and Fy, =— =7
' g8, - = oy. Oz,
é./ erive the equations of motion of a projectle i space using the Hamiltons
| .
€quations.
, SECTION - B (4x12=48 Marks)
Qyﬁ/émtc and prove the fundamental Lemma of caleutuy of variation.
n/
2 /;\ o 2 2
)i'a/Dcterminc the curve on wiich the functiona v i¥inii = | ly ) —y©ldx,
O —

o,

-

y(0) =0, y(z[—) —1 can be extremized.
)

OR

= -

i A ]
(y Derive the Eulers equation for finding the extremals ol the functional

/ K
| F (x,y, ¥) dx.

v [y (9] =

X0
X, —
ii) Show that the extremals of the functional ! [y(x)] = {(0 1+y " dxare the

straight lines.

(

c
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Note: Answer all the question;\‘ from, Section — A and Section - B

2 O 020 O @

Answegtiefollowing questions in not more th-, ONE page each: q oy - \

The ditferential operator and variational opc

Show that straight line is the shortest distan

“imd the plane curve with fixed perimeter 1

of given circumstar

¢ the externals of

P 2922900 O

boundary conditions v(0) =1

%‘. u‘.}é‘i\'n; Fuler |

/X)Pmd the extremals of the functiona:

1Y Find axtrema] of the

nd the solution of the isoperimc[rif P

OoUn lldl\ CcC

2 2200002050090 02309230903 0

g
"

[I—

-

[N, Marks: 7

5 K’ g Z. M
tor commutes 18 — (v 1 = 0 - A
o] Li?( : z N ‘\
Letween two given iines Ly a plane. :
N L
x area (or) determine ihe closed .. ¢
L - ‘zl’L\v.'\
‘luses niax areu
:
i = 7;‘1 i Vi A\
- l.} ‘) llr[ //3. )
LN A
G % B (S
A W N %
i Vi ,",' i
? \v
} e |2
~
PN
i N
£ et o= il ’-\.' s = : ’}\.17\’\/ SI
..l_\')! "’(\ (_‘; oA 4 ~,",Uj(, .\\,L
Pand z(a/2) |
S (15, g, YR
tgyp = [ W2we =2y = y" =2 e
e [y(x)} = | ¥° + ¥ )dx with

L 3 L] oo . - o l > ¥
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S
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Fthe extremumn of the functin {y(x). I : -1 SCREAN

0) =0and y'(1) =1L o o (et 2 g ) dx with
M)etermme ihe exteremals of the functional Vix(xjp =1, ) T e %
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he boundary conditions y(0)= 1.3
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fate and prove the problem of freodisc. ~

10. /4
(OR) | |
vhich when rotate about
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FACULTY OF SCIENCE
SEMESTER REGULAR/BACKLOG EXAMINATI

CALCULUS OF VARIATIONS
PAPER - V

M.Sc. (Mathematics) 1V —
—
)

Time: 3 hours]

Note: Answer all the questigns from Section — A and Section - B

Seu.on A

Answer any five of the following questions in ngg mere than ONE mgrv each:

/ Dcfine strong and week variations.

\—/_/Wha( is the problem of the brachistochrone?

3. l”md lhe extremals of the isoperimetric probien, V{v(x)] = f\l("’! + x? Vel oy
2dx =2 v (0)=0; v{1) =
/t/:ch that the shortest dl\ldnu belween two
\M prove the Hamilton's principle.

Answer the following questions i ol more than FOUR pa

aves cach:

0 peints ina plane 1s a stiaight hine.

Section — B

0. 470n what curves can the Brctuonal b YIRS Iy L2xy dx, » (00 = 0 Yo

extremized

iOR)
P : .
,e_,l»'?/Smte and prove the fundemental lemma of eale

fealculus of variation.

roa)  Find the curve v= vix) of onven length 7 6s: 2iiich the arces of the
{OR)
’.@%'!iﬁ:‘ the Ostrrwrut by o omation for the wmewvional | = =
ok 191 T = e s e
711) Determine the Bihumon © cquation for i functional V= il e .

8. gy _Derive the Euler-Ostorer 1.k equation t: #hz functional Wz, 28] =
g : ;

x(’)R)
Show that the sphers is e <ohid R gure st revolution, which for a wive
maximum volun:

};'/}/Dcri\fc the differential equation tree vibie o ofa string.
{OR)
% e Lthe equation of a vibrating linear iou,
lwtc and prove Lagrange equation of morion,

(OR)
b) Bt the extremal of the functional V[y(x)! = fol(l +y" )dx .y (0)=0, v'(0) =

--000--

~ode N
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[Max. Marks: 70

(Ox4 20
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{(3x106
=2 § W

1,y (1)=1, y!(1) =




[ YIRR VY L

Y K

Code No. 23/25/MS/4.5/EV

FACULTY OF SCIENCE
M.Sc. (Mathen]aiics) IV —~ SEMESTER
REGULAR/BACKL0G EXAMINATIONS, MAY 2014
CALCULUS OF VARIATIONS

PAPER-V
Time: 3 hours] [Max.
Note: Answer all the questions from Section — A and Section — B

Section — A
Answer any five of the following questions in not more than ONE page each:

e functional and linear functional.

7 What is the problem of the brachistochrone?

Finq the extremals of the function V[y(x)] = J';‘[l6y2 i A ledx.
0
]
tate Hamiltonian’s principle.

crive the differential equation of motion of simple pendulum using Lagrange’s equation.

Section — B

Am'vcr he following questions in not more than FOUR pages each:

/\Q Derive Euler’s equation for the functional V[y(x )] = fub F(x,y,y',y")dx with the cond

v@) =y’ (@) =B.yd)=r,y'(b) =8
(OR)
o /M)N\mvmxh between strong and weak variation with suitable c\amples

A

=1 £ Pl
D, \\'\/ Oy &

thatis traversed by a particle sliding frem A to B in the shortest time.

B (OR)
Find the curve passing through the poinis (x.y), (x2, v2) which when rotated about x-axis

gives imimimum surface area.

MC the Euler-Ostorgradsky equaticr tor the functional V[z(x, y)] = ff F(x, Y.z ’-‘T
&= (OR) ’

P Show that the sphere is the solid figure of revolution, which for a given surface area, has
= mgximum volume.
=,
l%)erive the Euler-Poisson equation.
OR
= (OR)

Derive the differential equation of vibrating linear rod.

ate and prove Hamilton’s canonical equations.
(OR)
Sta and prove the fundamental lemma of calculus of variation.
rove that the shortest distance between two points in a plane is a straight line.

§\

Marks: 70

(3x4=20)

(Sx10=350)

1o

ind the extremal of the functional V{y{x)] = [ (1 + y""?)dx subject to y(0) = C. y (H) = 1. wi by

7 a)} Using the variational principle, find the curve connecting two given points sliding from A and B,

/

——)dwi‘

(
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Code No. Code No. 1843
FACULTY OF SCIENCE
M.Sec. (Mathematics) IV — SEMESTER REGULAR/BACELOG EXAMINATIONS, MAY 2017

CALCULUS OF VARIATIONS

PAPER -V
Time: 3 hours] {Max. Marks: 70
Note: Answer all the questions from Section — A and Section — B
Section—A
Answer any 11\'e of the following questions in not more than ONE page each: (5x4=2)

I. Show that the functional L{y(x)}= f (y(i) + y*(x) jdx is linear.

[

. Find the extremal of the functional V{x(t), y(1)}= | 5 (y" +xF 4 237}@1:? where boundary condition are
x(0)=0: y(0)=1
x()=1: ()=

3 . . o 5 1 2 . s
. Find the solution of the isoperimetric problem [ {y{x})} = _ﬁ S (y’ + l’z)dﬁi with bourdary conditions

LI

y {0)=0; y(1) = 0 which satisfies constrains condition fOL vidx=3.
4. Find the exthemum of V{z(x)}= f;’ y'* dx given {: ydx = a.
0 YAQ

5. Show that straight line is the shortest distance between two given tines in 2 plane.
Section — B
Answer the following questions in not more than FOUR pages each: (3x10=50)

6. a) Derive the Euler legranges equation or derivation of Euler integral.
©R)

b) (i)Stute and prove the fundamental Lermma of calculus of variation.
(ii) On what curves can the functional V[y(x)1], & 2((v*)* — ¥?) dx with the cendition y(0)=0
y(m/2)=1 is extrimized.

. a) State and prove the problem of Geodisc.

~1

(OR)
b) i) To find the curve when fixed boundary such that its rotation and revolution of a minimum surface
of aria.

ii) Find the extremals of the functions V {y(x), z(x)} = f; (29'2 —2y? — y = "*z)dx

8. a) Find plane curve which fixed parameter of maximum area.
(OR)

b) (i) Solve V[z(uy)l= [, [( ) *(2—;)2} dxdy.

(ii) Solve [ (ax2 + 622> dxdy.

ay?

9.a) (i) V{y(x)}=f_ll Euy”z + py] dx that satisfy the boundary condition y(-1)=0; v()=0. y'(-)=0 and

y! (1)=0.
(ii) Find the extremum of the functional V{y(x)}= f 1+ 3 dx; y(0)=1, y(i)=1, y'(0)=0
y'(1)=0.
(OR)
b) Derive the Euler’s Poisson’s equation.
10.2) State and prove Branchisto-crone problem.
(ORY
b) State and prove Hamilton’s principle.
--000--



